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Independent firms may be interested in collaborative alliances in order to reduce their costs and risks, among others benefits. Particularly in operations, different firms can gain from economies of scale by pooling their production resources. Even though there may be a significant reduction of the overall cost, the success of the partnership may generally depend on the fairness of the agreement. With this in mind, the firms can utilize transfer payments with the aim to achieve a balanced allocation of benefits. The implementation of such payments, however, could be difficult in practice, because of the presence of legal constraints or additional contracts that make such agreements more complicated. Therefore, the partners should jointly plan operations as to deal with the trade-off between the efficiency and the fairness. We propose a novel methodology to guide joint operations based on the Rawls’ theory of justice, such that we prioritize improving the firm that tends to benefit less from the collaboration. When comparing the quality of such approach with other notions of fairness, we pay particular attention to the effect of the uncertainty on the collaboration. We prove that agreements based on basic notions of fairness have a positive impact on the risk reduction of the firms. Furthermore, our numerical results show that the firms can reduce even more their risk when the agreement is based on more advanced notions of fairness. In particular, our proposed methodology outperforms other approaches of collaboration in terms of risk, while the efficiency is not significantly damaged.
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1 Introduction

In this paper we study how two firms belonging to two different supply chains can collaborate. In particular, we are going to concentrate on collaborations involving operations pooling, so that firms may benefit through economies of scale, risk sharing, know-how transfer, etc. Obviously, each firm expects the collaboration to lead improvements of its situation, however, the firms have other expectations that may depend on other factors, which in general are omitted in the literature on collaboration in operations. We propose more realistic models of the behaviour of firms aiming to start a collaboration.

One element that characterizes the behaviour of the firms arises from the fact that setting up the collaboration agreement requires a significant effort by the future partners. Consequently, the firms have to be convinced that their gains will justify this effort. As a result, a necessary condition for implementing the collaboration is that the overall benefits are sufficiently large. Therefore, the challenge for firms interested to collaborate is to answer the question: ‘How do we expand the pie of benefits between collaborative parties?’ (Jap, 1999). We denominate efficiency as the measure of the overall benefit achieved through collaboration.

Another aspect of the behaviour of the firms is that they must be sufficiently confident in advance in the success of a collaborative agreement. Such confidence depends strongly on the agreement on how to share collective benefits. Jap (2001) summarizes the cost allocation challenge by the question: ‘How do we divide the pie of benefits between the firms?’. The notion of fairness is crucial to answer this question, widely discussed in the literature, resulting in multiple definitions, see e.g. Nash (1950); Rawls (1971); Kalai and Smorodinsky (1975); Camerer and Thaler (2010); Bertsimas et al. (2011). Experiments showed that players might prefer a self-destructing behavior to unfair collaboration, i.e. the firms can desist from collaborating, even though each firm improves its performance compared to the stand-alone situation. An example is the experiment of the ultimatum game, in which a proposer offers some allocation of money between himself and a responder, who can decide to accept it or not. Contrary to the expected rational behaviour, if the offered proportion is strictly positive, but smaller than a certain value, the responder tends to reject the offer (Camerer and Thaler, 2010; Jap, 2001). Motivated by this behaviour, recent literature shows that the expectations of participants to economic relations are complex, and they also involve the relative results between firms. In this sense, our work is based on the Rawlsian notion of fairness, such that the joint decisions of the firms prioritize the improvement the partner that is least well off (Rawls, 1971).

In order to build a detailed model of the behaviour of the firms, the agreement should take the dimensions of efficiency and fairness into account. If utility can be transferred between firms, the feasibility of the maximum efficiency is independent of the allocation of gains between firms. Indeed, the firms can always implement the decision leading the maximum efficiency, because they can set adequate payments that ensure meeting the fairness criteria. But the firms are generally reluctant to transfer payments, because the collaboration takes into account several intangible costs (for example, holding and back-ordering costs) which are difficult to evaluate even when the production plan is carried out in isolation. Moreover, the requirements of contracts between firms and/or the presence of legal restrictions are additional impediments for the implementation of transfer payments. This has been widely reported in the literature, see e.g. Granot and Sosic (2005); Makadok (2010). In the absence of such payments, implementing the optimal decision may be incompatible with the fairness expectations of the firms, thus a trade-off exists between the fairness and the efficiency dimensions of the problem. Hence the challenge for the firms that start a collaboration is to answer the question: ‘How do we achieve an equilibrium between the fair division of the pie and its expansion? ’. Given that the operations will directly determine the shares of the
benefits when payments are not possible, the management of operations is crucial for answering
such question.

Obviously, the reduction of costs is the essential incentive for each company to collaborate,
however, partners can also expect other benefits from the collaboration. When the firms agree to
collaborate in the long term, they must decide on the joint planning of operations without perfect
information about their future demands. In such case, each firm is interested in minimizing its
costs, but also, expects to control the variability of its cost. Thus, the success of the agreement
depends on meeting both expectations.

Given the expectation of firms for a successful implementation of collaborative agreements:
fairness, risk reduction and absence of transfer payments, we propose a methodology for jointly
planning operations in order to overcome such hurdles. Our methodology gives priority to meet the
fairness criteria, while minimizing the potential inefficiencies of the firms. Moreover, we measure
the effect of this methodology on the risk of each firm in comparison to other mechanisms of
collaboration.

As our interest is to study the collaboration in operations, we model the production line of each
firm as a Capacitated Lot Sizing problem (CLSP), a well known production-inventory problem
that establishes when and how much to produce in order to minimize set-up, production, holding
and back-ordering costs (see Wolsey (1995); Karimi et al. (2003); Brabimi et al. (2006) for an
extended literature review of this problem). The formulation of the CLSP is consistent with the
practical cases that motivate our work, where two independent firms interchangeably use their
production lines to process their requests. An example of a practical case corresponding to such
setting would be a group of printing firms whose requests correspond to books or newspapers. As
the quality of a book or a newspaper may not differ significantly from line to line, the companies
have the opportunity to pool their operations. In this way, if one of the lines has slack capacity in
a production period, the products of other firms can be allocated to this line, in such way the firms
benefit from the reduction of the set-up and/or inventory costs. Some other examples are electronic
firms producing components by using either their own production line or the production line of
some partner (for example LCD panels for LCD TVs, Choi et al. (2010)), and small- and medium-
sized furniture manufacturers pooling their resources in order to compete with larger-manufacturers
(Bjørnfot and Torjussen, 2012). In the previous examples, pooling operations brings gains from the
economies of scale of the set-up costs, and also by reducing the stocks and back-orders as a result
of a better utilization of the production capacities of the firms.

Our work contributes to the scientific discussion by providing a methodology for joint plan-
ning decisions by combining games or group decisions, multi-criteria approaches and production-
inventory problems. Generally, the literature on collaboration in operations assumes that the
incentive of the partners to collaborate is determined by the individual rationality criterion, i.e.
the collaboration does not hurt the performance of a firm. We go beyond such criterion by utilizing
a more complex notion of fairness, that better corresponds to the interest of firms in real applica-
tions. In this work, we also provide a novel analysis for operations pooling in which we evaluate
the quality of an agreement not only in terms of the costs of the partners, but in terms of the risk
associated to the firms when decisions are made under uncertainty.

From the managerial point of view, this paper can inspire the implementation of collaborations
for real problems, since the proposed methodology helps the firms to jump hurdles for collaboration
(e.g. fairness, risk or absence of transfer payments). So, we contribute to shorten the gap between
the theory of collaboration and the implementation of such practice.

The paper is structured as follows. In Section 2 we highlight the literature related to our
research. Section 3 describes the problem of firms when they jointly plan their operations. Also,
we present and analyse different criteria of fairness, and we define the indicator of risks to measure
the quality of a collaborative agreement. In Section 4 we introduce schemes leading to decisions that make a balance between the efficiency and the fairness of the collaboration. Based on such schemes, we extend the formulation of the CLSP to a collaborative context, which is presented in Section 5. In Section 6 we provide a numerical analysis of the collaboration under different schemes. Finally, in Section 7 we summarize the main contributions and discuss the future research related to this work.

2 Literature Review

We will study horizontal collaborations, defined as joint activities between different supply chains, in such way that similar parties collaborate on a particular business function (Stadtler, 2009; Erlkum and Keskinocak, 2007). There is another type of collaboration in supply chains, the vertical collaboration, which focuses on a single supply chain and it is out of the scope of our work. In practice, horizontal collaborations may be advantageous to the partners, however there are difficulties in implementing it.

We start by discussing the advantages of the horizontal collaboration. Corbett and de Groote (2000) and Simatupang and Sridharan (2002) suggest that the essential advantages lie in the improvements in comparison to an initial solution (stand-alone situation). According to Cruissen et al. (2007), such improvements arise from reducing the costs of operations and increasing the productivity of the firms. Note that, there may be other advantages such as improving service level (lead times, geographical coverage, reliability, etc.) and better competitive position of the firms in their markets, however, these are in general secondary objectives to the cost reduction. For such reason, our study focuses on the effect of collaboration on the costs of the firms.

We continue by describing the impediments for implementing horizontal collaborations. The main difficulty in implementing such practice is the division of the gains (Cruissen et al., 2007). Brandenburg and Nalebf (1996) emphasize that collaboration should prioritize the maximization of the overall benefit of the companies, but it is essential to take into account that the different parties will compete for such gains. To handle the stress arising from such competition, the partners must perceived that the collaborative agreement is fair. Indeed, Bertsimas et al. (2011) suggest that in many environments fairness is more important than optimality. Further, the authors propose that when different parties collaborate, a decision may not be practically implementable, because some of the parties might consider it ‘unfair’.

Although the relevance of fairness is clear in collaboration, the meaning of such concept is ambiguous and vastly discussed in the literature. Nevertheless, most of the existing notions of fairness compare the relative results achieved by the partners. In this line, Camerer and Thaler (2010) suggest that participants do not care about the other’s welfare per se, but desire some type of equity. Thus, participants may even prefer self destructing behaviour to unfair collaborations. In order to implement such notion of fairness, Fishburn and Sarin (1994); Boiney (1995); Brams and Taylor (1995) utilize the concept of equity, which establishes that each partner must receive the same proportion of the gain resulting from collaboration. Alternatively, many authors follow the Rawlsian notion of fairness (Rawls, 1971), in which the collaboration focuses efforts to the party that is least well off. With the aim of establishing common criteria for collaborative agreements, Nash (1950) proposes an axiomatic characterization of fairness, which is extended to more general problems by Kalai and Smorodinsky (1975); Kalai (1977). Each of these authors proposes a notion of fairness in order to satisfy the proposed axioms, however, no notion in the literature satisfies simultaneously the whole set of fairness axioms. Based on that fact, the literature related to collaboration aims to implement notions of fairness covering the maximum number of axioms. In
this work, we consider that firms expect that their decisions pursue a Rawlsian notion of fairness when pooling operations, so that the collaboration results in a reduction of costs that are balanced between firms.

The existing formulations for addressing fairness in collaboration can be divided into two categories depending on the existence, or not, of transfer payments between the firms. When such payments are possible, the problem of collaboration can be divided in two stages: first, the firms make decisions in order to achieve the globally optimality; based on such decisions, the resulting benefits are divided between firms. Note that, the globally optimal decision is always feasible, since transfer payments lead to an equilibrium between the interests of the different parties. The problem of collaboration with transfer payments is largely studied in the literature of cooperative games with transferable utility (TU-game), see e.g. von Neumann and Morgenstern (1943); Shapley (1959); Gillies (1959); Myerson (1991). In the same line, but more related to our work, Fiestras-Janeiro et al. (2011) review the most relevant approaches dealing with collaboration in the context of production-inventory problems. A first group of such approaches focuses on the case where demand is continuous and constant, so that firms collaborate in an economic order quantity (EOQ) environment. Meza et al. (2004); Federgruen and Zheng (1992); Anily and Haviv (2007) deal with the EOQ problem with multiple firms. The authors propose a formulation, in which once the firms minimize their joint inventory cost, the costs are allocated between firms by utilizing a game theory frame. Another group of approaches focuses on dynamic demand problems, whose game theory formulations are known as production-inventory games. Guardiola et al. (2009) deal with this type of problem, but in contrast to our case, their problem ignores the fixed ordering costs, so the analysis omits the economies of scale resulting from collaboration. van den Heuvel et al. (2007) study what they call Economic-lot sizing game, in which the operations of the firms involve fixed ordering costs. The authors model the operations as an Uncapacitated Lot-sizing problem, but the game associated to the cost allocation between firms has a non-linear cost structure caused by the presence of such costs. Sambasivan and Yahya (2005); Drechsel (2010); Drechsel and Kinnas (2011) extend the problem to its capacitated version. Sambasivan and Yahya (2005) proposes a Lagrangean relaxation based heuristic to solve the problem, but the authors do not address the allocation of costs between firms. Drechsel (2010) addresses the allocation problem through a max-min formulation such that the difference between the maximum relative reduction of costs of the firms is minimized. This work is in many aspects close to this current investigation, but there are two essential differences: (i) their formulation considers transfer payments between firms, and (ii) their performance measurement is different.

There are practical difficulties linked to collaborations that arise in both calculating the exact benefits of each firm (consequently difficulties on determining the amount of side payments) and possible legal restrictions (Granot and Sosic, 2005). Moreover, when two competitors decide to collaborate, their transfer payments are likely to be reviewed by the antitrust authority. Thus the absence of such payments facilitates such agreements. The problem of collaboration in the absence of payments is studied in the literature as non-transferable utility games (NTU-game), see e.g. Aumann (1961); Myerson (1991); Borm et al. (1992). The main difference in comparison to the TU-games lies in the fact that the operational decisions of the firms directly determine the allocation of gains. Then, if the firms make agreements taking the fairness dimension into account, the efficiency of the collaboration in the NTU-games is reduced in comparison to the TU-games (Jain and Mahdian, 2007). Bertsimas et al. (2011) study the inefficiency in NTU-games when fairness considerations are introduced. The authors propose upper bounds for such inefficiency under different notions of fairness. However, the bounds are only valid for convex utility sets, we try in this article to determine decision rules that implement different notion of fairness in the framework of production planning where the utility set is typically not convex. In the same vein,
Drechsel (2010), Frisk et al. (2010) propose a cost allocation methodology for the operations of firms based on the Rawlsian notion of fairness. In their case the absence of transfer payments has only a limited impact on the efficiency of the decision, because they use a linear model for operations.

As we discuss in Section 1, the collaboration may have an effect on the risk of the operations. Similar to fairness, the risk is a concept widely discussed in the literature, but it also has multiple definitions. One of the most utilized measures of risk is the value at risk, however, Artzner et al. (1999) show the weakness of such measure. Alternatively, the authors introduce an axiomatic characterization for risk measures. The risk measures satisfying such axioms are classified as coherent. Rockafellar and Uryasev (2000) introduce a coherent risk measure known as conditional value at risk. Such measure has become common in the literature of risk and in real life applications, therefore, we utilize it for measuring the risk of the collaboration between firms.

Our work contributes to the scarce literature on horizontal collaboration in operations by proposing a methodology that prioritizes the fairness of the agreement, whose implementability is independent of the existence of transfer payments between firms. Furthermore, although there are operations management approaches for controlling the conditional value at risk (Ahmed et al., 2007; Choi and Rusczyinski, 2008; Chen et al., 2009), to the best of our knowledge, our work represents the first study including risk in operations when multiple firms pool their production resources.

3 General Framework

In this section we give a formal description of the problem introduced in Section 1. Also, we describe the conditions that determine the fairness of an agreement. Further, we focus on collaboration between risk averse firms, and we define indicators for measuring the risk of the resulting operations of the firms.

3.1 Problem Description

Consider two self-interested and risk-averse firms, Firm 1 and Firm 2, that operate interchangeable production lines. If the firms agree to collaborate, they make a joint planning of production activities such that the production lines of both firms are planned together.

We represent the planning decisions of the firms by the pair \( X = (X_1, X_2) \). Moreover, we define \( \Omega^G(d) \) as the set of all the planning decisions that are operationally feasible under the agreement when the firms face a demand \( d \), and the function \( C : \Omega^G \rightarrow \mathbb{R}^2 \), such that \( C_i(X) \) represents the cost of firm \( i \) resulting from \( X \). If the firms do not collaborate, they operate independently. In such scenario, the objective of each firm is to minimize the cost of its own operations. Let \( X^o(C, d) = (X^o_1(C, d), X^o_2(C, d)) \) be the pair of decisions that minimize the cost of each firm when they work separately.

In order to represent a wide range of problems of collaboration, we assume that the sum of the optimal costs of the firms is subadditive when the firms collaborate. In other words, the inequality \( e^T \cdot C(X^o(C, d)) \geq e^T \cdot C(X^*(C, d)) \) is always satisfied, where \( X^*(C, d) = \arg \min_{X \in \Omega^G(d)} \{e^T \cdot C(X)\} \) and \( e \) is the vector of all ones. This condition is essential for the firms, it indicates that they can reduce costs by pooling operations.

When setting up the agreement, firms spend time and resources in the bargaining process, building trust, adapting operations, etc. Therefore, if the advantages related to the agreement do not remain valid in the long run, such effort may not be worthwhile. Consequently, we focus...
on long-term agreements, where the firms learn gradually their demands for a certain interval of time, what we call a planning block. Thereby, firms plan operations repeatedly as reliable information of demand becomes available for a planning block. This assumption makes sense in long term collaborative agreements, since on the one hand, it may be difficult for firms to get reliable information about their future demand when they decide the agreement, but on the other hand, they should plan operations in the short term. Note that, in the problems that we study, the decision in each planning block depends on the realization of demand, i.e. $X(d)$, where $d$ is a realization of the random pair $D = (D_1, D_2)$ that represents the demands faced by the firms in a planning block.

We will call a collaboration scheme as the sets of rules upon which the firms will jointly plan operations for a block of periods, when the demand is known for this block. Once the firms carry out the planned operations for a production block, they make a new joint plan for the next block. Note that, determining a collaboration scheme is the the main decision involved in the agreement.

Given that the reduction of costs is the essential incentive for firms to pool their production lines, the main goal of a collaboration scheme is the minimization of the total joint cost. Nevertheless, the firms expect more from the collaboration. If the scheme focuses only on such objective, two key issues for implementing a collaborative agreement are omitted:

- On the one hand, the firms may have apprehensions regarding how the cost is allocated among them. For instance, the implementation of the scheme may be hindered if the cost of a firm may turn out to be higher than when operating independently, or if the gains of the joint operations may be very unbalanced. This dimension corresponds to what we call fairness.

- On the other hand, it is natural that firms expect to shrink the variability of their operations as a result of pooling. So, the firms would like that the chosen collaboration scheme supports such reduction.

In the remainder of this section, we discuss the measures and criteria for determining the efficiency in reducing costs, the fairness of the agreement, and the resulting risk from the collaboration.

### 3.2 Efficiency Measures

In order to evaluate the performance of a collaborative scheme, the firms can utilize the results associated with $X^*(C, d)$ and $X^o(C, d)$. Obviously, $e^T \cdot C(X^*(C, d))$ is a lower bound for the sum of the costs of the firms when the agreement is carried out during a planning block in which the realized demand is $d$. Moreover, $C(X^o(C, d))$ constitutes a benchmark for such agreement, because each element of the pair represents the alternative to pooling operations. Hence, $E_D \left[ \left(1 - e^T \cdot C(X^*(C, D)) / e^T \cdot C(X^o(C, D)) \right) \cdot 100\% \right]$ is a natural benchmark for measuring the efficiency of reducing costs resulting from the agreement. We will say that a scheme is efficient if its associated expected cost reduction is similar to the maximum achievable reduction.

### 3.3 Criteria for Fair Collaboration

When firms expect fairness in the agreement, the negotiation for a collaboration can be model as a bargaining problem in each production block. Such problem is characterized by $(C, X^o(C, d), \Omega^G(d))$, i.e. the firms make decisions considering their individual cost functions, the operations of the firms in the stand-alone situation given the realized demand for the planning block, and the feasible solutions for such demand. We call $U(d)$ the set of all triples $(C, X^o(C, d), \Omega^G(d))$ defining bargaining problems for the realization of demand $d$. Based on this bargaining problem, we give the following definition for a collaboration scheme:
Definition 1. The collaboration scheme $F$ is characterized by the function $X^F : U(d) \rightarrow \Omega^G(d)$, i.e. $X^F(C, \Omega^C(d), \Omega^G(d))$ is the planning decision obtained by implementing $F$ for the bargaining problem $(C, \Omega^C(d), \Omega^G(d))$. The pairs of cost under the collaboration scheme $F$ is $C^F(C, \Omega^C(d), \Omega^G(d)) = C(X^F(C, \Omega^C(d), \Omega^G(d)))$.

A set of axioms has become common in the literature of bargaining problems, where each of them represents some dimension of fairness. Based on the descriptions on Kalai and Smorodinsky (1975), Kalai (1977) and Bertsimas et al. (2011), we give a formal definition of such axioms for the bargaining problems in $U(d)$. For a better understanding of these definitions, we utilize the notation $a \geq b$ for $a, b \in \mathbb{R}^n$ to denote $a_i \geq b_i$, $i = 1, \ldots, n$, and the notation of the bargaining problem is reduced to $u(d) = (C, \Omega^C(d), \Omega^G(d))$, where $u(d) \in U(d)$.

Axiom 1. Individual Rationality. The collaboration scheme $F$ is individual rational if each firm reduces its cost compared with its situation in the absence of the agreement, i.e.

$$C^F(u(d)) \leq C(\Omega^C(d)).$$ (1)

This axiom establishes that no firm is hurt by the implementation of the collaborative agreement. Thereby, the firms ensure that the collaboration is worthwhile for each of them.

Axiom 2. Pareto-optimality. The collaboration scheme $F$ is pareto-optimal if no firm can be made better off without making at least one firm worse off, i.e. $\exists X \in \Omega^G(d)$ such that $C(X) \leq C^F(u(d))$ and $C(X) \neq C^F(u(d))$.

The pareto-optimality imposes that any planning decision must avoid unnecessary losses for the firms. Clearly, $X^*(C,d)$ meets this criterion, however, such decision may be incompatible with other axioms of fairness (for example Axiom 1) when transfer payments are not allowed. When the agreement between firms ensures other axioms of fairness, the pareto-optimality discriminates favourably towards most efficient solutions.

Axiom 3. Symmetry. Let $T : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ be the permutation operator defined by $T((a_1, a_2)) = (a_2, a_1)$. Then, $T(C^F(u(d))) = C^F(T(u(d)))$.

The symmetry implies that the fair planning decisions cannot be affected by how the firms are named. Consequently, the axiom imposes that firms with similar characteristics should get similar outcomes.

Axiom 4. Invariance with respect to affine transformations of costs. Let $A : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ be an affine operator defined by $A(a_1, a_2) = (A_1(a_1), A_2(a_2))$, with $A_i(a) = \alpha_i \cdot a + \beta_i$ and $\alpha_i \geq 0$. If $u'(d) = (A(C), \Omega^C(d), \Omega^G(d))$, then $A(C^F(u(d))) = C^F(u'(d))$.

This axiom establishes that the relative results of the firms must be invariant to the way that each firm measures the gains of the collaboration. If a collaboration scheme satisfies this requirement, its implementation allows firms to obtain fair operations even when the individual gains are measured in different units. Nevertheless, there are critics to this axiom, because the comparison between the results between firms becomes more difficult (Nydegger and Owen, 1974). Thereby, Kalai (1977) proposes a weak version of Axiom 4, which is known as homogeneity.

Axiom 5. Homogeneity. Let $H : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ be the homogeneity operator defined by $H(h_1, h_2) = (\alpha \cdot h_1, \alpha \cdot h_2)$ and $\alpha \geq 0$. If $u'(d) = (H(C), \Omega^C(d), \Omega^G(d))$, then $H(C^F(u(d))) = C^F(u'(d))$. 
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The homogeneity requires that the planning decisions remain identical if the gains of the firms are linearly modified by the same factor. Thereby, the planning decisions of the firms are independent of the unit used to measure the costs.

**Axiom 6. Independence of irrelevant alternatives.** Let \( u'(d) = (C, X^a(C, d), \Omega^G(d)) \) be a bargaining problem such that \( \Omega^G(d) \subseteq \Omega^G(d) \). If \( X^F(u'(d)) \in \Omega^G(d) \), then \( C^F(u(d)) = C^F(u'(d)) \).

This axiom states that preferring a planning decision over another one is independent of other available options. But there are objections to this axiom in the literature (see Kalai and Smorodinsky (1975)), which leads to the following alternative axiom.

**Axiom 7. Monotonicity.** Let \( u'(d) = (C, X^a(C, d), \Omega^G(d)) \) be a bargaining problem, such that the minimum achievable cost of Firm 1 is identical for \( u(d) \) and \( u'(d) \). If for every cost that Firm 1 may demand, the minimum cost that Firm 2 can derive simultaneously is smaller or equal in \( u'(d) \), then \( C^F(u(d)) \geq C^F(u'(d)) \).

The monotonicity establishes that if, for every cost level that Firm 1 may demand, the minimum feasible cost level that Firm 2 can simultaneously reach is decreased, then the fair planning decision should imply a reduction of the cost of Firm 2.

It should be noted that the satisfaction of an axiom in a planning block can be extrapolated to the whole horizon involved in the agreement. This feature is a consequence of the independence between the decisions of the different planning blocks. Thus, if a collaboration scheme satisfies an axiom in a planning block, we say that the agreement satisfies such axiom.

Once the axioms of fairness are established, the challenge is to determine a scheme that ensures the fulfillment of such axioms. However, the literature states that it is not possible to guarantee the simultaneous satisfaction of all axioms. Thus, the literature proposes notions of fairness aiming to cover as many axioms as possible. Nash (1950) proposes the proportional fairness approach in which the percentage decrease in the cost of one firm is larger than the percentage increase in cost of the other firm. This approach satisfies Axioms 1 - 6. Given the objections of Kalai (1977) to the Axiom 6, the collaboration should be based on an alternative notion of fairness that satisfies Axiom 7 instead of Axiom 6. A notion satisfying Axioms 1 - 3, 5 and 7 is derived from the Rawls’ theory of justice, in which the agreement prioritizes the firm that is least well off. The mathematical formulation of this notion corresponds to a max-min approach for the case of utility maximization problems (Kalai and Smorodinsky, 1975). Obviously, when the objective of the partners is to minimize the costs, the approach is of the min-max type. Note that, the Rawlsian notion fairness satisfies Axiom 5, that is a weak version of Axiom 4. The schemes of collaboration that we propose in this paper are based on the Rawlsian notion of fairness.

### 3.4 Risk Measures

We study collaborations in which the demand faced by each firm is uncertain when agreeing on a scheme of collaboration. Consequently, an agreement reached by the firms is subject to risk. Given the risk-averse nature of the firms, one of the challenges of the collaboration is to agree on a scheme that enables the firms to contain their risk.

If the firms would like to include the risk dimension in their decisions, the first step for them is to determine the way of measuring such risks. Artzner et al. (1999) propose a set of axioms that a risk measure might have. If a risk measure satisfies such axioms, then it is called a coherent risk measure. The concept of coherent risk measure has become common for problems of portfolio optimization. Our objective is to present a way to adapt those axioms to operations involving the collaboration of two firms. To this end we say that the set \( F \) contains all the existing collaboration schemes.
Also, we say that a function $\rho : (\mathcal{F}, U(D)) \to \mathbb{R}^2$ measures the risk of a collaboration scheme, i.e. $\rho_i(F, u(D))$ represents the risk of firm $i$ when a collaboration scheme $F \in \mathcal{F}$ is implemented for the bargaining problem $(u(D))$.

Note that, our measure of risk is based on the per unit production cost of the firms. To this end, we define the random variable resulting from the function $c : \Omega^D(D) \to \mathbb{R}^2$ that provides the unit cost of the firms, i.e. $c_i(X) = C_i(X)/D$. Accordingly to the notation for the cost of collaboration schemes, we will denote $c_F^i(u(D)) = C_F^i(u(D))/D$.

**Axiom 8.** Monotonicity of risk. If $F$ and $F' \in \mathcal{F}$, and $c_F^i(u(d)) \leq c_{F'}^i(u(d))$, for any realization of the demand $d$, then $\rho_i(F, u(D)) \leq \rho_i(F', u(D))$.

This axiom establishes that if the unit cost of firm $i$ under the collaboration scheme $F$ is smaller than under the collaboration scheme $F'$, for all the possible scenarios, then the risk of firm $i$ under $F$ is smaller than under $F'$.

**Axiom 9.** Positive homogeneity. If $F$ and $F' \in \mathcal{F}$, and $c_F^i(u(d)) = k \cdot c_{F'}^i(u(d))$ for any realization of demand $d$, then $\rho_i(F', u(D)) = k \cdot \rho_i(F, u(D))$, $\forall k > 0$.

The positive homogeneity states that if the unit cost of firm $i$ resulting of the collaboration scheme $F$ is doubled by the scheme $F'$, then the risk of firm $i$ associated to $F'$ is the double of the risk associated to $F$.

**Axiom 10.** Translation invariance. If $F$ and $F' \in \mathcal{F}$ and $c_F^i(u(d)) = k + c_{F'}^i(u(d))$, for any realization $d$, then $\rho_i(F', u(D)) = k + \rho_i(F, u(D))$.

In general, the risk measure represents the amount of money that a firm has to add to its position in order to make it acceptable.

**Axiom 11.** Risk subadditivity. Let $J : \mathcal{F}^2 \to \mathcal{F}$. If $J(F, F')$ implies that if the planning decision is obtained through $F$ with a probability $p$, and through $F'$ with a probability $1 - p$, then $\rho_i(J(F, F'), u(D)) \leq p \cdot \rho_i(F, u(D)) + (1 - p) \cdot \rho_i(F', u(D))$, $\forall i$.

This axiom establishes that the risk of combining two collaboration schemes cannot get any worse than the weighted sum of the two risks separately. This axiom pursues the diversification principle commonly used in portfolio problems, however, such principle has a limited compatibility with collaboration problems.

A widely used measure of risk in portfolio problems is the value at risk. This measure computes a threshold value for a given probability level $\alpha$, such that the unit cost of a firm exceeds this value with a probability $\alpha$. In the context of the bargaining problem $(u(D))$, we define the value at risk of the collaboration scheme $F$ as $VaR_{\alpha}(F, u(D))$, whose formulation is as follows:

$$VaR_{\alpha}(F, u(D)) = \inf \left \{ c \in \mathbb{R} | P \left [ c_F^i(u(D)) \leq c \right ] \geq \alpha \right \}$$

(2)

The measure of risk $VaR_{\alpha}(F, u(D))$ satisfies Axioms 8 - 10, but it may not respect Axiom 11. Therefore, $VaR_{\alpha}(F, u(D))$ is not a coherent measure of risk. Further, $VaR_{\alpha}(F, u(D))$ presents a real disadvantage in measuring risk, because it omits the computation of the costs that exceed the threshold value, since the tail end of the distribution of costs is not assessed.

Alternatively, Rockafellar and Uryasev (2000) introduce the conditional value at risk, which avoids the shortcomings of $VaR_{\alpha}(F, u(D))$. This new measure is an extension of the $VaR_{\alpha}(F, u(D))$, but it measures the expected costs of the realizations in the tail of the percentile, and it satisfies the Axiom 11. Consequently, the conditional value at risk is a coherent risk measure. For the
bargaining problem \( u(D) \), we say that \( CVaR_\alpha(F, u(D)) \) is the conditional value at risk of scheme \( F \), whose formulation is as follows.

\[
CVaR_{\alpha,i}(F, u(D)) = E \left[ c^F_i(u(D)) \mid c^F_i(u(D)) \geq VaR_{\alpha,i}(F, u(D)) \right]
\]

Both, \( VaR_{\alpha}(F, u(D)) \) and \( CVaR_{\alpha}(F, u(D)) \), are useful for measuring the risk of collaboration in operations. Indeed, the firms can utilize such measures for determining the level of coordination between the operational and financial objectives of the firms.

4 Collaboration Schemes

As we discuss in section 2, it is in general easier for firms to agree on collaborations in which transfer payments are not necessary. In the absence of such payments, if the firms include the principles of fairness in their agreement, implementing the globally optimal decision may be infeasible. This relation between fairness and efficiency is the essential challenge of the collaboration, and therefore, the objective of the firms is to agree on a collaboration scheme that meets fairness criteria, while it avoids potential inefficiencies. In this section we discuss three collaboration schemes based on the different notions of fairness: first we describe the individual rationality scheme, which is common for problems of operations in collaborative environments; second, we extend the max-min normalized costs reduction proposed by Drechsel (2010); finally, we propose a new scheme that maximizes the minimum unit cost of the firms.

4.1 Individual Rationality Scheme

This scheme minimizes the sum of the costs of the firms, subject to the satisfaction of the axiom of individual rationality. The new feasible set of planning decisions is \( \Omega^R \), which contains the elements in \( \Omega^G \) satisfying the condition established in expression (1). Therefore, given a demand realization \( d \) and the corresponding bargaining problem \( u(d) \), the planning decision of the firm in a planning block is \( X^R = \arg\min_{X \in \Omega^R(d)} \{ e^X \cdot C(X) \} \).

It must be pointed out that the individual rationality scheme satisfies Axioms 1 and 3, which are directly related to the fairness dimension of the agreement. Quite apart from that, the firms can get advantages in terms of their risk when the agreement satisfies these axioms, this is summarized in Proposition 1. Let us henceforth denote \( VaR_{\alpha}^F(u(D)) \) and \( CVaR_{\alpha}^F(u(D)) \) to be the indicators of risk of the firms in the stand alone situation, and we introduce the following definitions.

**Definition 2.** \( \mathcal{F}_S \subseteq \mathcal{F} \) is the set of all the collaboration schemes satisfying the Axiom of Symmetry. \( \mathcal{F}_R \subseteq \mathcal{F} \) is the set of all the collaboration schemes satisfying the Axiom of Individual Rationality.

**Proposition 1.** Let Firm 1 and Firm 2 be two identical firms. If the collaboration scheme \( F \in (\mathcal{F}_S \cap \mathcal{F}_R) \), then \( VaR_{\alpha}(F, u(D)) \leq VaR_{\alpha}^F(u(D)) \), \( CVaR_{\alpha}(F, u(D)) \leq CVaR_{\alpha}^F(u(D)) \), \( VaR_{\alpha,1}(F, u(D)) = VaR_{\alpha,2}(F, u(D)) \), and \( CVaR_{\alpha,1}(F, u(D)) = CVaR_{\alpha,2}(F, u(D)) \).

**Proof.** Since the firms are identical, if \( F \) satisfies the Axiom of Symmetry, then the probability distribution of the random variable \( c^F_i(u(D)) \) is identical for both firms. Therefore, \( VaR_{\alpha,1}(F, u(D)) = VaR_{\alpha,2}(F, u(D)) \), and \( CVaR_{\alpha,1}(F, u(D)) = CVaR_{\alpha,2}(F, u(D)) \).

If \( F \) satisfies the Axiom of Individual Rationality, then \( e^F_i(u(d)) \leq c(X^*(C, d)) \), \( \forall d \in D \). Consequently, \( VaR_{\alpha}(F, u(D)) \leq VaR_{\alpha}^F(u(D)) \) and \( CVaR_{\alpha}(F, u(D)) \leq CVaR_{\alpha}^F(u(D)) \). \( \square \)
From Proposition 1, the individual rational scheme (or any scheme satisfying Axioms 1 and 3) reduces the risk of identical firms in comparison to the stand-alone situation. Indeed, we can extrapolate Proposition 1 to problems involving more firms. So, the risk of the collaboration decreases with the number of participants if any sub-coalition of firms is not hurt by the agreement. Further, this Proposition states that the risk of the collaboration is identical for both firms. Nevertheless, the individual rational scheme is a limited way of dealing with the bargaining problem, and its implementation may not be fair in terms of the risk of the collaboration in comparison to other schemes. We present evidence of such weakness in Section 6.

4.2 Max-min Normalized Cost Reduction Scheme

We derive this scheme from the max-min notion of fairness related to the Rawls’ ‘A Theory of Justice’. In order to describe this scheme, we utilize $C_i(X^i(C,d))$ as benchmark for the costs of the firms, where $X_i(C,d) = \arg\min_{X \in \Omega(d)}\{C_i(X)\}$ is the minimum cost that firm $i$ can get from the collaboration when the individual rationality constitutes a necessary condition of the agreement. $C_i(X^i(C,d)) - C_i(X^i(C,d))$ is thereby the maximum achievable savings of firm $i$. In this scheme, we focus on the proportion between the percentage of savings achieved by each firm and its maximum achievable reduction, what we measure by $\Phi_i(C,X,d) \in \mathbb{R}^2$, where $\Phi_i(C,X,d) = \frac{C_i(X^i(C,d)) - C_i(X)}{C_i(X^i(C,d)) - C_i(X^i(C,d))}$. The scheme aims to achieve equiproportional improvements between the firms. Given a realization of demand $d$, the formulation for deciding operations in each planning block is as follows.

$$\max_{\phi \in \mathbb{R}, X \in \Omega(d)} \{\phi \mid \phi \cdot e \leq \Phi(C,X,d)\}.$$ (4)

Note that expression (4) implies the minimization of $\phi$, which is the minimum fraction obtained by any of the firms. Nevertheless, the solution obtained may not be pare-to-optimal. With the aim of avoiding potential inefficiencies, the implementation of the scheme consists of two steps: first, we solve the problem (4), without loss of generality, we assume that $\phi = \Phi_i(C,X,d)$; second, we minimize the costs of Firm 2, but fixing the planning decisions for Firm 1.

This scheme satisfies Axioms 1 - 3, 5 and 7, and its objective is of the max-min type. Therefore, the scheme fits the Rawlsian notion of fairness. Nevertheless, the firms may go further by considering collaborative agreements based on other schemes. Particularly, the firms should pay particular attention to the measurements of their cost. Indeed, if the agreement is based on the Rawlsian notion of fairness and the firms measure their performance in terms of the unit cost, then the firms may reduce significantly their risk. We propose collaboration schemes based on this measure.

4.3 Min-max Unit Cost Scheme

Based on the Rawls’ ‘A Theory of Justice’, a propose the min-max unit cost scheme. By contrast with the previous scheme, here the agreement implies the minimization of the maximum unit cost among firms, such that planning decisions satisfy the individual rationality. In other words, this scheme concentrates the efforts to help the firm facing the more critical situation in terms of its unit cost. The formulation for deciding operations in each planning block is as follows.

$$\min_{\psi \in \mathbb{R}, X \in \Omega(d)} \{\psi \mid \psi \cdot e \geq c(X)\}.$$ (5)

Expression (5) implies the minimization of $\psi$, which is the maximum unit cost of the firms resulting of collaboration. Here again, the optimal solution of the formulation may not be pareto-
optimal. Thus, the joint production plan is determined by a two step procedure similar to the Max-min normalized cost reduction scheme.

This scheme fits the Rawlsian notion of fairness, then it satisfies Axioms 1 - 3, 5 and 7. Note that, satisfying Axiom 5 helps to counter the absence of Axiom 4. Consequently, the outputs of the scheme are invariant to the unit used to measure the cost of both firms.

Since the scheme pursues the minimization of the maximum unit cost of the firms in each production block, we could expect some side effects on the variability of the unit costs of the firms. Such reduction will imply that the value at risk and the conditional value at risk resulting from this scheme should be smaller than for the other schemes. In Section 6 we show through numerical experiments that this scheme overcomes other schemes in terms of the resulting risk of each company, while the efficiency of the agreement is not significantly damaged.

Note that, when firms can determine in advance natural differences in their costs per unit, the proposed formulation can be easily modified, without changing the notion of fairness. For instance, if the firms expect that the unit cost of the Firm 1 is $k_c$ times higher than for the Firm 2, we replace expression 5 by

$$\min_{\psi \in \mathbb{R}, X \in \Omega(d)} \{ \psi \mid \psi \geq c_1(X), \psi \geq k_c \cdot c_2(X) \}.$$ 

5 The Collaborative Lot Sizing Problem

Even though our work can be applied to any collaboration with the previously described characteristics, we will now demonstrate how the collaboration schemes presented above can be implemented for the case of production lines that are modelled as a CLSP. Thus, there is a holding cost for units produced in advance of demand and a back-order cost for units produced late. Also, there are fixed production costs each period a production line is used and an unit production cost. Finally, we suppose that demand is known with enough accuracy to build a reliable production plan for a planning block consisting of $T$ periods in advance.

As mentioned earlier, we are seeking to set up an agreement that does not involve transfer payments. As a consequence, the imputation of the costs plays an important role in the agreement. Also, the aim of the agreement we are studying is to pool the production activities while keeping the firms as independent as possible. We reflect this in our model as follows:

* each firm supports the holding and back-ordering costs for its products,
* the fixed production costs are supported by the owner of the production line, independently of the firm for whom the products are made,
* for the unit production costs we consider two cases, either these costs are supported by the owner of the line, independently of the product, or this cost is supported by the firm for whom the product is made. The first case would correspond to a situation where the production costs are difficult to isolate (workforce drawn from the common pool of the plant, utilities where it might not be easy to determine the real cost of steam, energy, etc.). The second case will be more adequate if the direct production costs for the jointly operated line are easily determined. The general idea is that our methodology is flexible in terms of the firms’ imputation of unit production costs.

We propose the following notations for our analysis:

- $\mathcal{H}_n$ : set of periods of the $n^{th}$ planning block
- $d_{i,t}$ : demand faced by firm $i$ for period $t$
\( f_{i,t} \): fixed production cost for the production line of firm \( i \) in period \( t \)

\( p_{i,t} \): unit production cost of firm \( i \)'s line in period \( t \)

\( h_{i,t} \): unit storage cost of firm \( i \) in period \( t \)

\( b_{i,t} \): unit back-ordering cost of firm \( i \) in period \( t \)

\( CAP_{i,t} \): production capacity of firm \( i \)'s line in period \( t \)

The decision variables of the problem are as follows:

\( x_{i,j,t} \): amount produced on firm \( j \)'s line in period \( t \), which is destined to firm \( i \)

\( y_{i,t} \): 1 if firm \( i \)'s production line is in use during period \( t \); 0 otherwise

\( s_{i,t} \): stock level of firm \( i \) at the end of period \( t \)

\( u_{i,t} \): back-ordered units of firm \( i \) at the end of period \( t \).

We define \( CLSP^G \) as the problem of minimizing the sum of the costs of Firm 1 and Firm 2 when the production lines are pooled. The formulation of this problem is the following:

\[
\begin{align*}
\min & \quad \sum_{i=1,2} \sum_{t \in H_n} [f_{i,t} \cdot y_{i,t} + p_{i,t} \cdot (x_{i,1,t} + x_{i,2,t}) + h_{i,t} \cdot s_{i,t} + b_{i,t} \cdot u_{i,t}] \quad (6) \\
\text{subject to} & \quad s_{i,t-1} + x_{i,1,t} + x_{i,2,t} + u_{i,t} = d_{i,t} + s_{i,t} + u_{i,t-1} \quad \forall t \in H_n; i = 1, 2 \quad (7) \\
& \quad x_{1,i,t} + x_{2,i,t} \leq CAP_{i,t} \cdot y_{i,t} \quad \forall t \in H_n; i = 1, 2 \quad (8) \\
& \quad x_{i,j,t} \geq 0, y_{i,t} \in \{0, 1\} \quad \forall t \in H_n; i, j = 1, 2 \quad (9)
\end{align*}
\]

The objective function (6) is the sum of all cost incurred by both firms. Constraint (7) establishes the product flow conservation and constraint (8) is the capacity restriction in each period.

We extend the notation \( X, X^*, \Omega^G \) and \( \Omega^f \) to the \( CLSP^G \) faced by the firms during the \( n^{th} \) planning block. For simplicity we omit the suffix \( n \). Thus, \( X \in \mathbb{R}^2 \times \mathbb{R}^T \times \mathbb{R}^T \) represents the planning decisions in a planning block, where \( X_{i,j,t} = x_{i,j,t} \) (note that, the variables \( y_{i,t}, s_{i,t} \) and \( u_{i,t} \) can be deduced from \( X \)). We calculate the cost of each firm by the operator \( C : \mathbb{R}^2 \times \mathbb{R}^T \times \mathbb{R}^T \rightarrow \mathbb{R}^2 \), whose functional form depends on the assumptions about the imputations of the unit production cost of the firms: \( C_i(X) = \sum_{t \in H_n} [f_{i,t} \cdot y_{i,t} + p_{i,t} \cdot (x_{i,1,t} + x_{i,2,t}) + h_{i,t} \cdot s_{i,t} + b_{i,t} \cdot u_{i,t}] \), if the unit production cost is linked to the production line; \( C_i(X) = \sum_{t \in H_n} [f_{i,t} \cdot y_{i,t} + p_{i,t} \cdot (x_{i,1,t} + x_{i,2,t}) + h_{i,t} \cdot s_{i,t} + b_{i,t} \cdot u_{i,t}] \), if the unit production cost is supported by the firm to whom the product is destined. Despite the cost imputation, constraints (7)-(9) characterize the set \( \Omega^G \), and \( X^* \) corresponds to the optimal solution of the \( CLSP^G \). The set \( \Omega^f \) consists of the elements of \( \Omega^G \) satisfying the constraint \( x_{i,j,t} = 0, \forall t \in H_n, i = 1, 2, i \neq j \). Therefore, we obtain \( X^o \) by including such constraint in the formulation of the \( CLSP^G \).

6 Numerical Experiments

The main goal of our numerical experiments is to investigate the schemes introduced in Section 4 in terms of their efficiency, fairness and risk. Also, we aim to determine the characteristics of the firms which are potentially more advantageous when pooling production lines, and we study the effect
of the unit production cost imputations on the results of the collaboration. Finally, we analyse the sensitivity of the efficiency of the collaboration with the aim to understand the source of the gains of the collaboration and to identify the characteristics of the partners which are potentially more advantageous for collaboration.

We analyse the results for a series of instances of the collaboration problem, where an instance represents a specific set of parameters of the CLSP. We use the following assumptions in order to build each instance of the problem:

- The firms are identical, i.e., the cost parameters and the distribution of their demands are identical.
- The fixed cost, direct production cost, holding cost and back-ordering cost of firm \( i \) do not vary with periods, i.e. \( f_{i,t} = f_i, p_{i,t} = p_i, h_{i,t} = h_i, b_{i,t} = b_i \) \( \forall t \).
- Each firm has a fixed production capacity per period, i.e. \( \text{CAP}_{i,t} = \text{CAP}, \forall i, t \).
- The capacity tightness of firm \( i \) (\( CT_i \)) is the ratio between the expected demand per period of this firm \( \bar{d}_i \) and the production capacity per period, i.e. \( d_i = CT_i \cdot \text{CAP} \).
- \( D_{i,t} \) is the random variable representing the demand faced by firm \( i \) in a production period, \( D_{i,t} \sim \Gamma(\frac{\bar{d}_i}{CV_i^2}, CV_i^2) \), where \( CV_i \) is the coefficient of variation of \( D_{i,t} \).
- The length \( T \) of the planning block is identical for both firms.

Each instance is constructed with different demand values that are randomly generated using the parameters previously described. Our analysis distinguishes between different demand loads of the system, thus three scenarios of capacity tightness are considered: low, medium and high demand load (\( CT = 0.2, 0.5, 0.8 \), respectively). We take the second column of the Table 1 as the base scenario of our experiments, and we perform a full factorial experiment by testing all combinations of parameters of the third column of Table 1. For each parameter set 2,000 instances are generated with different demands in order to obtain reliable values for the studied measures of efficiency, fairness and risk. Consequently, 120 parameter combination are studied involving the resolution of 120 \cdot 2,000 = 240,000 instances of the problem.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Base Set</th>
<th>Range of Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T )</td>
<td>10</td>
<td>( {1, 2, \ldots, 10} )</td>
</tr>
<tr>
<td>( f )</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>( p )</td>
<td>( p = f \cdot k_p, k_p = 0.1 )</td>
<td>( k_p = {0.1, 0.2, \ldots, 1.0} )</td>
</tr>
<tr>
<td>( h )</td>
<td>( h = p \cdot k_h, k_h = 1.5 )</td>
<td>( k_h = {0.5, 1.0, \ldots, 5.0} )</td>
</tr>
<tr>
<td>( b )</td>
<td>( b = 2 \cdot h )</td>
<td>( b = 2 \cdot h )</td>
</tr>
<tr>
<td>( CT )</td>
<td>( {0.2, 0.5, 0.8} )</td>
<td>( {0.2, 0.5, 0.8} )</td>
</tr>
<tr>
<td>( CV )</td>
<td>0.4</td>
<td>( {0.2, 0.4, \ldots, 2.0} )</td>
</tr>
</tbody>
</table>

Table 1: Parameters of the Problem.

We denote by \( R, N \) and \( A \), the collaboration schemes individual rationality, max-min normalized cost reduction and min-max unit cost, respectively. Also, \( G \) and \( I \) denote the problem of minimizing the sum of the costs of the firms and the stand-alone situations, respectively. In terms of the cost structure of the firms, we denominate \( CS1 \) the cost structure in which the unit production cost is supported by the firm for whom the product is made and \( CS2 \) the cost structure in which the unit production cost is linked to the production lines.
6.1 Efficiency.

The formulations of the collaboration schemes allow us to make some conclusions about their efficiencies without the need of simulations. For instance, the collaboration scheme $R$ leads to operations which are at least as efficient as the ones obtained by implementing the schemes $N$ or $A$, however, we cannot conclude about the relative efficiency of these two schemes beforehand. With this in mind, our simulations aim to provide evidence about both the relative efficiency of schemes $N$ or $A$, and also, the relative efficiencies of the different schemes for different cost structures.

Figure 1 summarizes the observed efficiencies for the instances considered. From these results, the high efficiency of schemes $R$, $N$ and $A$ is evident. In fact, the efficiencies of such schemes are always greater than 90.0\% when the cost structure $CS1$ is considered, however, the efficiency decreases under the cost structure $CS2$. The different level of efficiency between $CS1$ and $CS2$ is explained by the link between the unit production cost and the production lines in both cost structures. For instance when $CS1$ is considered, the unit production costs of the firms are independent of the production lines. Therefore, if the two firms produce in the same period in the stand-alone situation, then pooling the lines helps to reduce one the fixed costs of the firms by assigning units from one production line to the other. Even though the units are produced by only one of the lines, the unit production cost is still allocated to the firm for whom the product is made, hence no firm increases its cost while the efficiency may be not affected. When collaboration considers $CS2$ the unit production costs are associated to the production lines. Therefore, if the units to be produced by Firm 1 in the stand-alone situation are reallocated to another line, then Firm 1 reduces its cost, but this cost is now allocated to the Firm 2. Thus, under $CS2$ the global optimality can lead difficulties in reaching an equilibrium between the costs of the firms.

Another important observation in terms of the efficiency of the agreements is the impact of the length of the planning blocks. The instances with low efficiency are characterized by short planning blocks (e.g. $T = 1$), then the collaboration is done on a extremely myopic basis, and the collaboration schemes provide operations similar to the stand-alone situation.

In order to measure the relative difference between the efficiencies of schemes $N$ and $A$, we track the number of instances in which one scheme outperforms the other one. When the firms carry out the collaboration under the cost structure $CS1$, the scheme $A$ outperforms scheme $N$ in 115 instances. We observe an opposite tendency when the cost structure $CS2$ is considered. In such case, the scheme $A$ outperforms the scheme $N$ in only 29 instances.

![Figure 1: Observed Cost Efficiency of Different Collaboration Schemes.](image-url)
6.2 Fairness

As expected, the collaboration between identical firms under any of the schemes considered leads to unit costs identically distributed between firms. Nevertheless, through simulation we can study the disparities of the results between firms in each planning block. In Figure 2 and Figure 3 the dark line represents the minimum between the observed unit cost of the firms in a planning block, and the grey dots represent the cost associated to the other firm for the corresponding planning block. As we can observe in both figures, the collaboration scheme $G$ and $R$ are characterized by a high difference in the relative unit costs during a planning block. The collaboration scheme $M$, and particularly the collaboration scheme $A$, reduce drastically this difference. This effect is explained by the lower variability of the unit costs when the collaboration scheme $A$ is implemented. Note that, if the firms collaborate under the cost structure $CS2$, the advantages of the collaboration scheme $A$ are more significant. Such effect occurs because of the low divisibility of the costs when firms collaborate under the cost structure $CS2$. Thus, the globally optimal solution may bring a larger disparity to the result of the firms, however, such disparity can be reduced by the collaboration scheme $A$.

![Collaboration Scheme G](image1)

(a) Collaboration Scheme G.

![Collaboration Scheme R](image2)

(b) Collaboration Scheme R.

![Collaboration Scheme M](image3)

(c) Collaboration Scheme M.

![Collaboration Scheme A](image4)

(d) Collaboration Scheme A.

Figure 2: Observed Unit Cost per Planning Block. Cost Structure $CS1$ and $CT = 0.5$.

6.3 Risk of the collaboration.

Figure 2 and Figure 3 also provide evidence about the risk of each firm associated to the different collaboration schemes. We can observe that the collaboration scheme $A$ has associated a lower risk of having higher costs in comparison to other schemes. Nevertheless, as we discuss in Section 3, firms
must consider an adequate indicator for measuring their individual risk, e.g. the value at risk or the conditional value at risk. We calculate the values of such indicators for different collaboration schemes and different levels of risk (parameter $\alpha$) for the instances considered of Figure 2 and Figure 3. These results are summarized in Figure 4, in which the bars represent the observed value at risk for a certain value of $\alpha$ and the whiskers show the corresponding observed conditional value at risk. Figure 4 illustrates the advantages of the collaboration scheme $A$, since both risk indicators are lower under this scheme. Note that, we have considered values of $\alpha > 0.8$, which are commonly used values for measuring risk. Moreover, here again the cost structure $CS2$ brings more difficulties for implementing the collaboration, since the globally optimal operation of the firms imply higher level of risk in comparison to the cost structure $CS1$. Nevertheless, collaboration scheme $A$ helps to reduce significantly such risk.

Furthermore, we are interested to study how the risk associated to different collaboration schemes changes with the parameters of the problem. We present two examples about such relation in Figure 5. In these figures the bars represent the observed value at risk for $\alpha = 95\%$, the whiskers show the corresponding observed conditional value at risk, and the white dots are the expected unit costs.

In general, the values of both risk indicators are much lower when the collaboration scheme $A$ is implemented. The exception occurs for the instances in which the demand has a high variability. In such case, the operations obtained through $G$ are less risky, but as we discussed earlier, the implementation of the collaborations disregarding the fairness dimension of the problem may bring additional stress in terms of the relative results of the firms. If we compare schemes addressing the fairness dimension of the problem, we can observe the dominance of scheme $A$ over $R$ and $N$.

Figure 3: Observed Unit Cost per Planning Block. Cost Structure $CS2$ and $CT = 0.5$. 
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(a) Collaboration Scheme $G$.

![Collaboration Scheme R.](image)

(b) Collaboration Scheme $R$.
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(c) Collaboration Scheme $M$.

![Collaboration Scheme A.](image)

(d) Collaboration Scheme $A$. 


From Figure 5 we additionally get some evidence about the relation between the magnitude of the savings and the risk of the collaboration. For instance, when the variability of the demand is higher, the collaboration implies larger cost reductions, but at the same time, the risk of the collaboration is much higher. Therefore, considering a scheme that controls the risk of the agreement is essential for implementing the collaboration between firms.

6.4 Source of the savings of the collaboration

We continue our analysis by studying the impact of each parameter on the maximum savings that the collaboration can provide in comparison to the stand alone situation. Such analysis has two objectives. On the one hand, we study the characteristics of the firms that yield more advantages
when pooling production lines. On the other hand, we aim to understand the source of the gains when operations are pooled. In particular, we simulate the proportion of savings resulting from the economies of scale of the fixed production costs. In order to measure such proportion we utilize the indicator $FC = \frac{FC^o - FC^*}{FC^o}$, where $FC^o$ and $FC^*$ are the total global fixed cost associated to $G$ and $I$, respectively. On the one hand, if $FC \approx S$ the savings of the collaboration come mainly from the economies of scale of the fixed costs. On the other hand, if $FC << S$ such savings come from the reduction of stocks and backorders. The observed values for different parameters of the problem are summarized in Tables 2. In such tables each cell contains two values: the left side value corresponds to $S$, and the right side value is $FC$.

Impact of the capacity tightness: Tables 2 provide evidence about the inverse relation between the capacity tightness of the firms and $FC$. Further, such tables also show that the magnitude of the savings of the collaboration depends on $FC$. The reasons of such phenomena are as follows:

- If the capacity tightness is medium or low, the capacity available for production is large in comparison to the demand of each period. Therefore, in the stand alone situation, each firm carries out its operations by producing in large batches (when the fixed production costs are large) or by a low utilization of the capacity in each period (holding and backordering costs are large). When the operations are pooled, the firms use the slack of capacity to reduce their fixed production costs.

- If the capacity tightness is high, the stand-alone situation of each firm is characterized by operations leading to high utilization of the production lines and large amounts of holding and backordering units. When the operations are pooled, there are difficulties in consolidating the batches of both firms in a single production line, because the high load of demand. Thus, the firms use the slack of capacity to reduce their holding and backordering costs.

Impact of the planning block length: In general, the savings resulting from collaboration are independent of the length of each planning block, see Table 2a. Note though that when the utilization rate is high the horizon needs to be sufficiently long for pooling opportunities to exist.

Impact of fixed and unit production costs: Based on the results of Table 2b, the savings of the collaboration have an inverse relation with $k_p$. In other words, the proportion between the unit operational costs and the fixed production costs has a negative effect on the savings of the firms, e.g., if the fixed costs are relatively larger than the unit production costs, then there are more opportunities for reducing costs by pooling lines. We can clearly observe such phenomenon when the capacity tightness is low or medium, since the main savings lie in the economies of scale of the fixed production costs. In contrast, when $k_p$ is larger, the fixed production costs are less dominant for the firms.

Impact of holding and back-ordering costs: In general, the savings that firms can get from the collaboration tend to grow with the value of the holding and back-ordering costs, see Table 2c. We analyse such results for different levels of capacity tightness:

- If the capacity tightness is high, there is a direct relation between the savings of the collaboration and $k_h$. Such relation results from the fact that higher values of $k_h$ imply larger holding and back-ordering costs for the firms in the stand-alone situation. This phenomenon arises because the operations of the firms involve a level of stocks and back-orders larger than if the lines are pooled.

- If the capacity tightness is medium, the savings resulting from the collaboration are independent of the value of $k_h$. For this level of demand the magnitude of $k_h$ does not influence the
optimal batch sizes of the operations in the stand-alone situations. Then, the reduction of costs resulting from pooling the production lines do not vary significantly with $h$.

- If the capacity tightness is low, there is a significant effect of $k_h$ on the savings of the collaboration. In the the stand-alone situation, the operations of each firm prioritize higher utilization of capacity per period instead of additional stocks or back-orders. This phenomenon is more prominent when the value of $k_h$ is increased. Therefore, pooling the production lines brings significant savings, which arise from the economies of scale of the fixed production costs, and consequently, the impact of the value of the holding and backordering costs is less significant.

**Impact of the coefficient of variation of the demand:** Table 2d shows how the savings resulting from the collaboration depend on the variability of the demand of the firms. Since there is a direct relation between the value of $CV$ and the amount of stocks and back-orders of the firms, we explain the savings of the collaboration based on the capacity tightness of the system.

- If the capacity tightness is medium or high, planning the operations in an isolated way involves larger amounts of stock and back-orders as the value of $CV$ grows. When operations are pooled, the firms use the available capacity to reduce these stocks and back-orders, and consequently, the magnitude of the reduction of costs associated to such units increases with $CV$.

- When the capacity tightness is low, larger values of $CV$ imply less frequent demands, so the plan of the operations of the firms considers that the production lines are used during

\[
\begin{array}{cccccc}
T & CT = 0.2 & CT = 0.5 & CT = 0.8 \\
1 & 17.3 & 16.1 & 6.1 & 5.8 & 5.0 & 1.2 \\
2 & 16.9 & 18.2 & 5.9 & 5.5 & 6.7 & 0.7 \\
3 & 16.9 & 17.2 & 5.7 & 5.5 & 7.7 & 0.6 \\
4 & 16.8 & 17.2 & 5.6 & 5.5 & 8.6 & 0.6 \\
5 & 16.7 & 16.6 & 5.6 & 5.4 & 9.1 & 0.5 \\
6 & 16.7 & 16.8 & 5.4 & 5.2 & 9.6 & 0.5 \\
7 & 16.7 & 16.9 & 5.4 & 5.2 & 9.4 & 0.5 \\
8 & 16.7 & 16.7 & 5.5 & 5.2 & 9.4 & 0.5 \\
9 & 16.7 & 16.5 & 5.5 & 5.3 & 9.2 & 0.5 \\
10 & 16.7 & 16.5 & 5.5 & 5.3 & 10.0 & 0.5 \\
\end{array}
\]

\[
\begin{array}{cccccc}
k_h & CT = 0.2 & CT = 0.5 & CT = 0.8 \\
0.1 & 12.7 & 5.8 & 5.1 & 5.2 & 4.1 & 0.7 \\
0.2 & 16.3 & 14.5 & 5.4 & 5.5 & 7.4 & 0.6 \\
0.3 & 16.7 & 16.5 & 5.5 & 5.3 & 10.0 & 0.5 \\
0.4 & 16.8 & 16.8 & 5.5 & 5.1 & 12.2 & 0.4 \\
0.5 & 16.7 & 16.9 & 5.7 & 5.0 & 14.2 & 0.4 \\
0.6 & 16.8 & 16.9 & 5.9 & 4.9 & 16.6 & 0.4 \\
0.7 & 16.7 & 16.8 & 5.9 & 4.9 & 18.1 & 0.3 \\
0.8 & 16.7 & 16.8 & 6.2 & 4.8 & 19.1 & 0.3 \\
0.9 & 16.7 & 16.9 & 6.2 & 4.8 & 20.5 & 0.3 \\
1.0 & 16.7 & 16.9 & 6.4 & 4.8 & 22.2 & 0.3 \\
\end{array}
\]

\[
\begin{array}{cccccc}
k_p & CT = 0.2 & CT = 0.5 & CT = 0.8 \\
0.1 & 16.7 & 16.5 & 5.5 & 5.3 & 9.7 & 0.4 \\
0.2 & 10.1 & 10.1 & 3.2 & 2.7 & 10.0 & 0.2 \\
0.3 & 7.2 & 7.2 & 2.4 & 1.8 & 10.3 & 0.1 \\
0.4 & 5.6 & 5.6 & 1.9 & 1.4 & 10.1 & 0.1 \\
0.5 & 4.6 & 4.6 & 1.7 & 1.1 & 10.5 & 0.1 \\
0.6 & 3.9 & 3.9 & 1.5 & 0.9 & 10.1 & 0.1 \\
0.7 & 3.4 & 3.4 & 1.4 & 0.8 & 10.5 & 0.1 \\
0.8 & 3.0 & 3.0 & 1.3 & 0.7 & 10.4 & 0.1 \\
0.9 & 2.6 & 2.7 & 1.3 & 0.6 & 10.6 & 0.0 \\
1.0 & 2.4 & 2.4 & 1.2 & 0.6 & 10.2 & 0.0 \\
\end{array}
\]

\[
\begin{array}{cccccc}
k_V & CT = 0.2 & CT = 0.5 & CT = 0.8 \\
0.1 & 16.7 & 16.9 & 5.0 & 5.6 & 1.9 & 0.0 \\
0.2 & 16.7 & 16.6 & 5.4 & 5.2 & 9.8 & 0.5 \\
0.3 & 16.6 & 14.4 & 8.4 & 5.0 & 17.5 & 0.8 \\
0.4 & 14.7 & 11.9 & 12.7 & 4.2 & 21.2 & 0.9 \\
0.5 & 13.5 & 9.9 & 16.3 & 3.4 & 23.8 & 0.8 \\
0.6 & 12.6 & 8.0 & 19.9 & 2.6 & 26.6 & 0.7 \\
0.7 & 12.5 & 6.6 & 22.5 & 2.1 & 28.5 & 0.6 \\
0.8 & 13.1 & 5.6 & 25.0 & 1.6 & 28.2 & 0.5 \\
0.9 & 14.4 & 4.8 & 25.8 & 1.4 & 29.1 & 0.4 \\
1.0 & 15.4 & 4.1 & 28.0 & 1.1 & 29.2 & 0.4 \\
\end{array}
\]

\[
\begin{array}{cccccc}
k_T & CT = 0.2 & CT = 0.5 & CT = 0.8 \\
0.1 & 16.7 & 16.5 & 5.5 & 5.3 & 9.7 & 0.4 \\
0.2 & 10.1 & 10.1 & 3.2 & 2.7 & 10.0 & 0.2 \\
0.3 & 7.2 & 7.2 & 2.4 & 1.8 & 10.3 & 0.1 \\
0.4 & 5.6 & 5.6 & 1.9 & 1.4 & 10.1 & 0.1 \\
0.5 & 4.6 & 4.6 & 1.7 & 1.1 & 10.5 & 0.1 \\
0.6 & 3.9 & 3.9 & 1.5 & 0.9 & 10.1 & 0.1 \\
0.7 & 3.4 & 3.4 & 1.4 & 0.8 & 10.5 & 0.1 \\
0.8 & 3.0 & 3.0 & 1.3 & 0.7 & 10.4 & 0.1 \\
0.9 & 2.6 & 2.7 & 1.3 & 0.6 & 10.6 & 0.0 \\
1.0 & 2.4 & 2.4 & 1.2 & 0.6 & 10.2 & 0.0 \\
\end{array}
\]

Table 2: Observed Savings of the Collaboration
few periods. Given that the economies of scale of the fixed production costs are the main source of savings when the demand is low, there is an inverse relation between $FC$ and $CV$. Nevertheless, this relation is weak, because of the presence of large amounts of holding and backorder units when $CV$ is high.

7 Summary and Conclusions

In this paper we studied the collaboration resulting from pooling the operations of independent firms. The challenge is to determine a collaboration scheme such that the gains of each firm surpass the implementation effort of the agreement. Even though such gains are attractive for the firms, these firms may also expect that the costs are divided fairly among them.

Our main contribution is to propose collaboration schemes which are flexible in terms of the existence, or not, of transfer payments between firms. This flexibility is in tune with the infeasibility of such payments in many real problems. The absence of payments generates a trade-off between the efficiency and the fairness of an agreement, because pursuing balanced costs between partners restricts the space of operations that can be implemented by the firms. Hence, there is a direct link between the operations management and the collaboration scheme agreed by the firms.

We propose a collaboration scheme which determines the joint operations of the firms by implementing a Rawlsian notion of fairness, such that the maximum unit production costs of the partners is minimized. Our numerical results provide evidence that this approach leads to joint operations in which the production costs of the firms are more balanced than with other notions of fairness. Although fairness may reduce the efficiency of the collaboration, implementing our scheme is still worthy for the firms, because the efficiency of the agreement is not significantly hurt compared to the global optimization.

The numerical tests we carried out show also link between fairness and variability of the costs achieved by the firms. Although, the firms may expect that the collaboration will reduce the variability in comparison to their stand alone situation, such reduction will be more significant when the scheme of collaboration involves more advanced notions of fairness. Hence, our scheme outperforms other schemes in terms of the variability in costs. This result may be of interest for firms that make decisions under uncertainty, or when they make decisions repeatedly. In such cases, implementing our model represents not just an efficient way of ensuring fairness, but the firms can decrease the risk of their operations.

Modelling the collaboration in the absence of transfer payments, the inclusion of fairness in the agreement and the effects on variability of the costs of the firms, are three elements that ease the implementation of theoretical bargaining models in real applications. Indeed, when firms discuss a potential agreement, our work can guide the decision making process in order to keep a successful partnership.

A research avenue to extend our work is the implementation of the proposed scheme to horizontal collaboration problems involving more than two firms. In such case, we expect that the gains obtained would not be very different, but other elements related to the stability of the coalition should be studied. Further, our work focuses on inventory-production problems, it would be interesting to analyse the proposed scheme in other settings where the firms can benefit from the economies of scale resulting of a collaboration. Finally, it is interesting to explore the collaboration in fully-decentralized systems under asymmetric information.
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